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1. (15 %) A quadrature-carrier multiplexing is employed to transmit two message signals m, (t) and
m,(t) over the same carrier frequency f,. The transmitted signal is given by

u(®) = A m, (t)cos(2nf t) + A,m, (t) sin(27f ) .
Sketch the demodulator and explain how to demodulate the message signals (1) and m,(f) from

u(t).

2. (20 %) Let W(f) be a white noise with power spectral density N, /2. Assume that W (t) is passed
through an ideal bandpass filter with frequency response H(f) given by

H(f)={1’ | f+f. B

0, otherwise
Let N(t) be the output random process of the filter.

A. (5 %) Determine E[| N(®)|*].

B. (5 %) The random process N(t) can be represented by

N(f) =N, (t)cos2af,t) — N, (¢)sin(27 1) .
Find the power spectral density of N, (#) and N, (7).

C. 5%)Let Z(z)= gt—N L (2) . Determine the power spectral density of Z(?).

D. (5 %) Determine E[| Z(¢) [*].

3. (20 %) The M signal waveforms for a M-ary FSK may be expressed as

s, ()= , Zfs cos(2af.t + 27mAf),
for m=0],..,M -1 and 0<z<T,where f, isthe carrier frequency and Af is the frequency

separation between successive frequencies. Assume that f, =n/T with n being an integer.

A. (5%) Determine the correlation coefficients
1 er
Von =y 3n @05 O

B. (5%) Determine the minimum frequency separation between successive frequencies for
orthogonality.

C. (5%) Sketch the correlator-type receiver.

D. (5%) At the receiver, assume that the received signal is corrupted by AWGN. Derive the ML

decision rule for the M-ary FSK system.
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4, (25 %) Consider the M = 4_biorthogonal signalsnshown_i?l Fiéil;emi for -tfz_i_r_lsmitting information over an

AWGN channel. The noise is assumed to have zero mean and power spectral density N,/2.
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A. (5 %) Determine and sketch the basis functions for this signal set.

B. (5 %) Sketch the impulse responses of the matched-filters that match to the basis functions.

C. (5 %) If the noise variance is zero, sketch the output waveforms of the matched-filters when the
transmit signal is s (?).

D. (10 %) Determine the symbol error rate of the system if an ML detector is employed.

5. (20 %) Let {b,} beuncorrelated binary valued {+1,—1} random process with
P, =+1}=P{b, =-1}=1/2 . From {b,}, we form the random process
an = bn _bn—-l :

The transmit signal is given by

o)=Y a,gt—nT),

where g(¢) is the impulse response of the transmitting filter (a.k.a. pulse shaping function) given by
g(t):{l’ 0<t<T,
0, otherwise.
A. (5 %) Determine the autocorrelation function of {a,} .
B. (15 %) Determine the power-spectral density of v(¢).
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1) (10%) A number z is selected at random in the interval [—1,2]. Numbers from the subinterval
[—1,0) occur half as frequently as those from [0, 2].
a) (5%) Find the probability that z is less than zero.
b) (5%) Find the probability that z is less than zero, given that the absolute value of z is less
than 1.

2) (20%) Let N be a geometric random variable taking on values in {1,2,...}.
a) (5%) Find P[N = k).
b) (5%) Find P[N > k.
¢) (3%) Find the mean of N.
d) (5%) Find the probability that NV is even.

3) (10%) Let X be a discrete random variable with the following probability mass function:

k
pX(k)ze""% forall k=0,1,2,....

a) (5%) Find the mean of X.
b) (5%) Find the variance of X.

4) (15%) A random variable X has a continuous cumulative distribution function (cdf) Fix(z):

{ 0, for z < 0,

1—1e7%, forz >0.

a) (5%) Identify the type of random variable.
b) (5%) Find P[X <0].
¢) (5%) Find Fx(z | C) where C = {X > 0}.

Fx(l') =

5) (10%) U is selected uniformly at random from the unit interval [0, 1]; X is then selected uniformly
at random from the interval (0, U).
a) (5%) Find P[X <z |U =u.
b) (5%) Find the cdf of X.

6) (10%) Let X = U™ where n is a positive integer and U is a uniform random variable in the unit
interval [0, 1].
a) (5%) Find the cdf of X.
b) (5%) Find the probability density function (pdf) of X.

7) (25%) Let X and Y be jointly Gaussian random variables with the following pdf:

exp {—222 — 9y%/2 — 9y — 9/2}
2me

fxy(z,y) = for all z,y.

a) (5%) Find the constant c.

b) (5%) Find the mean of Y.

¢) (5%) Find the variance of X.

d) (5%) Find the covariance of X and Y.
e) (5%) Find the marginal pdf for X.
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1.Let A= 8 i g 8 . Find the results with details.
00 0 4

a. (5 pts.) The determinant.

b. (10 pts.) The inverse matrix.

c. (10 pts.) The eigenvalues and their corresponding eigenvectors.

d. (10 pts.) Find a matrix P that diagonalizes 4.

e. (5pts.) Find 4.

f. (20 pts.) Find QR-decomposition of A.

g. (10 pts.) Are the row vectors of A linearly dependent? Explain your answers.
h. (5 pts.) Find the orthogonal complement of the null space of 4.

2. (25 pts.) Prove that a singular matrix with size nxn cannot be reduced as I by Gauss-Jordan elimination.

(Hint: You can use the skill of contradiction to prove this rule)
If you have no idea about this proof, please show a 3x3 matrix without zero row and column as an example

to explain this rule. (Just get some points)







